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Abstract—New techniques are emerging to extract the relevant
information from Big Data in order to guide decision-supporting
systems. This paper presents the use of audio descriptors to
characterize audiovisual advertising for automatic monitoring of
television broadcast. Using cepstral features to describe audio
tracks, the framework implements a context-based distance al-
gorithm to measure the similarity between transmitted television
and verified commercials. The algorithm uses a set of adaptive
parameters based on the energy behavior of the audio signal of
the advertisement to weight the relation between two coefficient
arrays in each query. The prototype was developed in Matlab and
after was then transcribed in C language. A test suite containing
96 hours of analog television broadcast was captured at several
Brazilian TV networks from different regions and compared with
more than 90,000 hours of TV programs and more than 20,000
verified commercials. Experimental results show 97.1% hit rate
with test samples affected by noise at transmission, reception and
acquisition, and containing short periods of silence.

I. INTRODUCTION

Data Mining evolution is driving our civilization towards
an Information Society [1], [2]. About 2.5 zettabytes of data
were generated in 2012 and it will increase significantly each
year, reaching nearly 45 zettabytes by 2020 [3], given mainly
by the expansion of the Internet of Things.

The acquisition, processing, transmission, storage and re-
trieval of data – emerging from media, public transactions, web
searches, browsing history and in particular social networks
– reach levels unmanageable by the current methods and
equipment. Different approaches to this problem have been
addressed, under paradigms such as cloud computing and data
mining, to deal with what has been called ”data deluge” [4].

Processing systems that intelligently track information are
becoming more sophisticated, some to select only the relevant
information on data provided by a sensor, others however,
driven by the interest in discovering the users profile for the
purpose of direct offering products, starting a revolution in the
marketing techniques. This scenario dictates new standards in
several areas like culture, education, fashion and entertain-
ment, being used to give more realism and visibility to ads.

Therefore, advertising companies started to upgrade their
production more frequently, resulting on a gradual increase
in the volume of electronic advertisements. Thus, decision-
supporting systems may dispense the hard and boring work of

a human observer and assist companies with a more efficient
audit of TV contracts.

The field of TV commercials analysis covers two main
problems: detection and clustering/classification. The detection
is responsible for finding new commercials or commercial
breaks in different broadcast streams. To solve this problem [5]
used video-only features, and more recently [6], [7] presented
solutions based on audiovisual information.

Clustering or TV advertisement classification, covers the
search of known commercials over different transmitted sig-
nals. Works have been dealing with this problem using match-
ing algorithms and audio, video or audiovisual features as
fingerprints to each commercial [8]–[12].

This article presents a TV advertisement (adv) classification
framework, in order to monitor the proper transmission of
commercials. The system uses the audio tracks of broadcasting
media transmissions in order to assist the auditing of adv
contracts.

The next section will explain the method, with theoretical
background. In section III we discuss the implementation pro-
cess of the tool, covering some details about this application.
In section IV, we present the data set used for tests and the
corresponding results. Finally, section V show our conclusions
about the work.

II. METHODOLOGY

In the audio processing field, data mining has been used
mainly for voice recognition and classification. However,
before that, studies were directed to process non-speech audio
signals allowing the generation of an extensive set of infor-
mation on different events. Therefore, identification and event
classification problems in non-speech audio signals occupy an
area of active research in audio processing, targeted to a wide
range of topics: surveillance, human-computer interaction and
context sensitive applications [13].

Among the main challenges of this project is the fact
that the audio signals in TV broadcast may present varied
behavior, containing silent or speech periods, background
music or inaudible signals, and have their quality affected by
the acquisition and transmission conditions, sub-sampling and
compression. Performance is another important requirement,
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Fig. 1. Block diagram of the tool.

considering a scenario in which thousands of advertisements
may be audited in approximately 12,000 hours of daily televi-
sion programming, generated by more than 500 broadcasters
from Brazil [14].

Aiming to reduce the comparison time and obtain greater
reliability in the search, the system performs the extraction of
the Mel-frequency Cepstral Coefficients (MFCC). The choice
of MFCC to describe audio signals is due to the widespread
use in the sound classification, justified by their orthogonality,
linearity and multidimensionality [15].

Davis and Mermelstein published one of the first studies
showing the efficacy of the method in speech recognition [16].
Recently, [17] allied used of MFCC parameters for a statistical
analysis to classify common sounds at sporting events. Refer-
ence [13] also presented some advances in recognition of non-
speech audio, classifying events like ”glass breaking”, ”dog
barking”, ”scream”, ”gunshot”, ”engine noise” and ”rain”.

Finally, [9], [10] reported the use of MFCC features for
classification of advertisements. Using only the position of the
highest coefficient as a feature for each window of the audio
track, [10] was able to recognize advertisements in Digital
Television Broadcasts.The technique is still used in speech
recognition [18], [19] and audio in general [20]–[22].

The samples used to validate the implementation were
obtained from analog broadcast transmissions in different
regions and conditions acquired from analog transmissions.
Those samples can be affected by energy variation, noise,
distortion, degradation, interference and human intervention.
Although cepstral coefficients show good results for audio
classification, the treatment of non-defined sounds (like silence
or noise) still is a challenging task.

To deal with these problems, we present a similarity func-
tion between cepstral coefficients, with adaptive parameters
based on the energy behavior of the audio. Matching the
array with energy coefficients, this tool is able to avoid
false-positives and confirm the occurrence when the relation
between all others coefficients have a high similarity value.

III. IMPLEMENTATION

The framework was designed to follow all the steps of a data
mining tool: selection, pre-processing, processing, mining and
interpretation/validation. In the selection and pre-processing
stage, the tool performs the extraction of audio signals from

video files, converting to WAV format, 16-bit uncompressed,
using the FFmpeg package. Then in the processing step, an
audio fingerprint is generated using MFCC transformation.
Mining is executed by the matching algorithm, and finally an
interpretation step defines if the advertisement is present or
not on the TV broadcast.

Figure 1 is the system block diagram, that performs compar-
ison between advertisement cuts and television broadcasting
periods. In prototype stage, the algorithms were written in
MatlabTM. Thereafter the entire project has been translated
to C programming language and organized in a dynamic-link
library (DLL).

In the selection and pre-processing stages, the tool performs
the extraction of audio signals from video files, converting to
WAV format, 16-bit uncompressed, using the FFmpeg package.
Then in the processing step, an audio fingerprint is generated
using MFCC transform. A module opens the audio file, scrolls
through the header and creates an array with the samples from
audio. Then, another module extracts the audio coefficients
to future comparison. Mining is executed by the matching
algorithm, and finally an interpretation step defines if the
advertisement is present or not on the TV broadcast.

Additional functionalities were implemented: in the eventu-
ality of an advertisement starts near of the end of a broadcast
file, it could happen the broadcast file finishes before the
advertisement. In this case the system accepts a second file
were is looked for the remaining part of the advertisement
just in the very beginning.

Another useful information provided by the application is
the size of the adv found. When an occurrence is detected
a smaller window formed just by the last coefficients of the
adv is used as input and searched in the broadcast vector in
a region around it should be. It is used to confirm the entire
adv has been transmitted.

To allow the final user changes some sensitive parameters,
it was implemented configuration files, one to each delimited
stage (extraction and matching). This gives the possibility in
execution time to choose (within certain limits) between time
consumed and accuracy.

A. Feature Extraction

Our method represents an audio track as a matrix of MFCC.
Each query is a comparison between the adv matrix and the



ICCEEg: 1 (16) – Outubro 2017 41

      

TV broadcast matrix. Each line of the feature matrix is a mel-
frequency cepstral transform of a window with 1024 samples
and half window overlap. That way, the number of lines N
can be defined as:

N = RTZ((ns− 512)/512) (1)

where ns is the number of audio samples and RTZ is ”round
toward zero”.

The number of columns M is the number of MFC coef-
ficients for each window. Based on [23], our configuration
generates 20 coefficients, but only the first 13 are used in the
comparison. Experimentally it was notice using more than the
first 13 coefficients there was not significant variation in the
hit rate, therefor it was used this number of coefficients in the
comparison to save processing and memory.

To exemplify the output of our extraction method, an
advertisement with 30 seconds of duration and sampled at
8000 samples per second, will be described by a 467x20
matrix of coefficients, and reduced to a matrix of 467x13
coefficients defined as the fingerprint of the audio. A ”.mfc”
file was defined to save the samples extracted and calculated. A
settings file is set, where the user can choose the parameters
configuration. This file contains information like extensions
accepted by the program, number of windows, FFT size and
number of coefficients.

B. Matching Algorithm

The matching step works as a mining process in this system,
performing a modified distance algorithm, calculating the
similarity between each fingerprint of the advertisement and
the features of each broadcast file, defined as targets.

Let A be the adv matrix of coefficients, with dimension of
NxM, and B the target matrix of coefficients, with dimension
of LxM. M is the number of coefficients generated per window
sample, N is the number of windows forming the adv file and L
is the number of windows forming the target file. The matching
algorithm output is the information about the existence of the
adv into the target, with time accuracy and degree of certainty.

Knowing that the first MFC coefficient is related to the en-
ergy behavior of the window, lower values for this coefficient
describe windows with poorly defined sound, like silence or
noise. In these cases, the remaining coefficients become less
significant.

Based on this information, we developed a two-stage match-
ing method, which generate two sets of weighted inverse
euclidean distances: one between energy (CDe), and other
between the 12 remaining features (CDc). This algorithm was
developed to be robust to noise and short periods of silence.
Equations 2 and 3 show the calculation of CDe and CDc for
A and B, respectively.

CDe(i) =
1�

N�
n=0

W ∗ (A(n, 1)−B(i+ n, 1))2

(2)

CDc(i) =
1�

N�
n=0

W ∗
�

(A(n,2:13)−B(i+n,2:13))2

12

(3)

with i = 1, 2, ..., L−N .
The weights W = {w1, w1, ..., wN} are adaptive parameters

responsible for indicating the level of significance of each
window distance. These parameters are calculated based on the
first coefficient of the adv, over a trapezoidal-shape function.

Based on our experiments, when the first coefficient is
bellow -20, the window has an indistinct sound, and wn is set
to zero. For values between -5 and -20, the sound is classified
as poor and wn receives a value between 1 and 0, according
to the upper and lower limits, respectively. When the first
coefficient is above -5, the respective weight wn is set to 1.

The position i indicates the window in B when starts to
compare A, and each i will receive one value for distance.
After tests, we defined that if both A and B have more than
60% of windows with non-defined sounds, the algorithm won’t
calculate similarity, keeping the behavior around i.

Figure 2 shows the outputs of the matching step, expressing
the behavior patterns of the arrays of distances when there is
and there is not occurrence of advs in the TV broadcast file.
Figure 2 a and b represent the CDe and CDc, respectively,
from a query, where was found a match, while c and d are
the CDe and CDc arrays from another, where there was no
match.

The visible narrow peak in Figures 2(a) and (b) indicates
an occurrence. The occurrence point in arrays CDe and
CDc indicates the time when the advertisement starts to be
transmitted.

Also, Figures 2(c) and (d) display a comparison algorithm
output (CDe and CDc) when there is no occurrences on the
search target, being impossible to find a peak with the same
behavior as the previous example.

But not always this peak stands out for its amplitude
compared to the other distances in the matching stage output.
Because of that the pattern that is to be searched is the sudden
change in behavior of the distance array, which causes narrow
peaks, high in relation to its neighborhood but not necessarily
higher to the entirely signal.

Therefore, the system must interpret the comparison output
to determine whether is there one or more occurrences of A
in B and register the time at which each one was found. Is
applied a high pass filter, which emphasizes abrupt transitions
of a signal, highlighting the behavior shown in Figures 2(a)
and (b). The filtered signals are shown in Figure 3.

This step works as an interpretation/validation stage in our
data mining process. The peaks of the filtered signal are
analyzed in order to determine with a degree of certainty the
presence of the selected commercial in the TV broadcast. For
this, we estimate an approximation to the common maximum
of the signal, based on the RMS. This value is used as a
threshold and is represented in Figure 3 by the red line.
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(a) (b)

(c) (d)

Fig. 2. Output examples from matching stage. a and b: CDe and CDc of matching sequence. c and d: CDe and CDc of non matching sequence

All the peaks above the thresholds in both CDe and CDc
are analyzed to determine if they correspond to a match.
The degree of certainty (DoC) is calculated from the relation
between the peak and the threshold amplitudes, given by:

DoC = 1− threshold(CDc)

peak(CDc)
(4)

For example, for the visible peak above the threshold on
both Figures 3(c) and 3(d) the DoC value is 0.8698. The
signal CDe is used only to confirm that the energy behavior
from advertisement and target are similar, while CDc gives
robustness in calculating the DoC.

The DoC value also allow us to classify every possible
occurrence in three different groups:

• Group A: DoC ≥ 0.8 (confirmed occurrence).
• Group B: 0.5 ≤ DoC < 0.8 (possible occurrence).
• Group C: DoC < 0.5 (false occurrence).
Just matches at the second group asks for manual review,

while occurrences from group one can be accepted and from

group three can be rejected.

IV. RESULTS

To validate the implementation, a random sample was
generated from a database provided by a private company. This
database contains more than 90,000 hours of local analog TV
acquired in various regions of Brazil, compressed and relayed
over the Internet, divided into 30 minutes files. Also, a set
with more than 20,000 known advertisements were provided.

Experiments were conducted over a subset of this database,
containing 86 advertising files, with an average duration of 30
seconds each, in 96 hours of television programming.

Table 1 presents the match results. Of all 450 occurrences
manually registered in the selected population, the tool was
capable of displaying 437 matches, indicating a hit ratio of
approximately 97.33%. From these events, 410 were classified
into Group A and 27 intro Group B.

In addition, the experiment showed 8 false-positive records,
all with DoC below 0.8, which can help the operator on the
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(a) (b)

(c) (d)

Fig. 3. Output examples from matching stage after high-pass filtering over the signals of Figure 2.

TABLE I
EXPERIMENT RESULTS.

Total occurrences 450
Successful matches 437
Matches in group A 410
Matches in group B 27

Missed detections 13
False Positives 8
False Positives in Group A 0

Hit Rate 97.1%

analysis of the report. Group C are not registered on the final
report.

In addition to the tests with real broadcast described, that
present more than noise, other intrinsic problems related to
the analog transmission, it was performed tests adding white
Gaussian noise to this already polluted signals. It was used
Matlab function ”awgn”, with the option ’measured’. The
results are showed in the Figure 4 for signal-to-noise ratios
(SNR) of 10 dB and 0 dB.

Fig. 4. Results of tests with noise addition.
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The report allows us to observe some cases where the
MFCC comparison technique has a peculiar behavior. One of
the advertisements of the experiment has a background music,
whose melody is repeated at a fixed period. This causes some
windows to have similar descriptors that are repeated within
each period with the melody, causing the recognition of the
same adv cyclically, producing false positives.

The system is also able to indicates with precision of tenths
of a second the instant at which the advertisement occurs, and
to detect several occurrences in a single comparison. When it
occurs, more peaks will appear in the same vector.

V. CONCLUSION

The MFCC showed effectiveness in characterizing small
audio windows, generating a reduced set of coefficients that
can describe the signal behavior on a scale that simulates
the response of the human auditory system. With an explicit
treatment of silent and quasi-silent segments, the framework
achieved a hit rate of 97.1%, for the randomly selected test
suite, matching 86 commercials with 96 hour of TV broadcast.

The algorithm also allows flexibility in choosing the window
size, overlap size and the number of generated and crossed
coefficients, which should be focus of a study to determine
the optimal setting for a higher hit rate and efficiency, at the
same time that reduces false-positive rate.

Nevertheless, the experiment showed good results on clus-
tering advertisements from a challenging database, being ro-
bust to noise and short periods of silence.

The behavior of the system with the massive deployment of
Digital TV, required by law in Brazil, should also be a case
study in the future. Moreover, the low cost of an automatic
auditing system based on the audio still allows to perform the
analysis of commercials in radio broadcasting.
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